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Abstract

Many engineering applications involve reacting porous materials submitted
to high temperatures. This work presents a detailed but pragmatic heat and
mass transfer model for porous materials containing several solid phases and
a single gas phase. The detailed chemical interactions occurring between
the solid phases and the gas phase are modeled at the pore scale assuming
local thermal equilibrium. Homogenized models are obtained for solid py-
rolysis, pyrolysis species injection in the gas phase, heterogeneous reactions
between the solid phases and the gas phase, and homogeneous reactions in
the gas phase. The chemistry models are integrated in a macroscopic model
making use of volume-averaged governing equations for the conservation of
solid mass, gas mass, species (finite-rate chemistry) or elements (equilibrium
chemistry), momentum, and energy. The model has been implemented in
the Porous material Analysis Toolbox (PATO), distributed Open Source by
NASA. Applications to two high-temperature engineering problems are pre-
sented. The first application concerns the design of heat-shields of space
vehicles. The second one aims at improving the understanding of biomass
pyrolysis for the production of biohydrocarbons.
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Nomenclature

Latin
cp Specific heat, J · kg−1 ·K−1
Ai Species i
Ai,j Arrhenius law pre-exponential factor, SI
e Specific energy, J · kg−1
Ei,j Arrhenius law activation energy, J ·mol−1
F Effective diffusion flux, kg ·m−2 · s−1
Fi,j Fraction of subphase j in phase i
h Specific absolute enthalpy, J · kg−1
K Permeability tensor, m2

k Conductivity tensor, J ·m−2 · s−1 ·K−1
kr reaction rates, SI
M Molar mass, kg ·mol−1
mi,j Arrhenius law parameter
ni,j Arrhenius law parameter
Ng Number of gaseous species
Np Number of solid phases
p Pressure, Pa
Pi Number of subphases in solid phase i
Q Effective diffusion heat flux, J ·m−2 · s−1
R Perfect gas constant, J ·mol−1 ·K−1
s Specific surface, m2 ·m−3
v Convection velocity, m · s−1
x,y Space variables, respectively macroscopic and local.
X molar density, mol ·m−3
y Species mass fractions
z Element mass fractions

Greek
β Klinkenberg tensor, Pa
ε Volume fraction
η Tortuosity
ζ Mass stoichoimetric coefficient
θ Active site density, mol ·m−3
µ Viscosity, Pa · s
ν Stoichiometric coefficients
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Π Pyrolysis gas production rate, kg ·m−3 · s−1
πk Pyrolysis production rate of species/element k, kg ·m−3 · s−1
ρ Density, kg ·m−3
χi,j Advancement of pyrolysis reaction j within phase i
ψ Generic variable
ω Production rate, mol ·m−3 · s−1
Ωh Overall heterogeneous mass reaction rate, kg ·m−3 · s−1
ωhi Effective heterogeneous mass reaction rate of phase i, kg ·m−3 · s−1

Subscripts
g Gas phase
p Solid phase
t Solid and gas phases

1. Introduction

Modeling of heat and mass transfer phenomena in porous materials is a
complex and multifaceted topic. On the one hand, the scientific community
has been able to experimentally infer and theoretically derive macroscopic
models for simple situations. Darcy’s law is a famous example. The direct
proportionality between the mass flow rate and the pressure gradient of creep-
ing flows in porous media was experimentally discovered by H. Darcy in the
19th century [1] and mathematically justified a couple of decades ago [2, 3].
There is a rich literature of problems that have been understood, modeled us-
ing upscaling theories, and experimentally verified. They are now available in
textbooks - for example, to cite a few of them: diffusion in porous media [4],
convection in porous media [5], radiation in porous media [6]. Each particular
field is the object of active research aiming at improving the theory for the
derivation of macroscopic models and refining the experimental capabilities
to measure parameters [7, 8, 9, 10]. Computed micro-tomography and direct
numerical simulations (DNS) can, in some cases, usefully complement tradi-
tional upscaling and experimental analyses [8, 11, 12]. On the other hand,
there is a large range of complex multi-physics problems for which detailed
mathematical derivations lead to non-practical models and experimental or
DNS analyses are difficult. Models are therefore either empirical, heuristic,
or based on an upscaling theory with some assumptions, typically neglecting
couplings between most phenomena for practical reasons. This is in partic-
ular the case for reactive porous materials submitted to high-temperatures.
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Typical high-temperature engineering applications involving chemical reac-
tions are heat shields of space vehicles using ablative materials [13, 14, 15]
or transpiration cooling [16], nozzle’s walls of rockets [17, 18, 19], carboniza-
tion of pyrolyzing porous materials like biomass [20, 21, 22, 23], cracking
of hot gases passing through a porous material [24, 25, 26], chemical vapor
infiltration and deposition [27, 28], ..., to simple burning of a match.

a) atmospheric entry of a space vehicle 
(high-temperature, high-speed flow) 

b) match burning  

combus'on	  	  
of	  the	  pyrolysis	  gases	  

pyrolysis	  
front	  	  

char	  oxida'on	  

Figure 1: Two high-temperature reactive porous medium applications.

From a material point of view, there are more similarities than differ-
ences between the applications cited, even between the porous heat-shield
of a space vehicle entering an atmosphere at hypersonic speed and a match
burning (Fig. 1). In most cases, external flow conditions only affect the
internal behavior of a porous material through boundary conditions at the
material/environment interface. The conservation laws within the materials
are essentially the same and the same mathematical model may be used to
analyze their behaviors. In the literature, we find different types of notations
and simplifying hypotheses for the different applications but they rely on the
same physics and base model, with of course sometimes additional features
required for some applications. The motivation of this article is to provide a
detailed physics-based framework for engineering analyses and simulations.
It contains all the base features needed to model the high-temperature appli-
cations mentioned, with a special effort to detail the chemistry. The following
heat and mass transport phenomena are modeled: pyrolysis, pyrolysis species
production, homogeneous and heterogeneous reactions (equilibrium or finite-
rate), species transport by convection and diffusion, momentum conservation
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in porous media, and energy conservation. To keep the model generic and
pragmatic, we assume local thermal equilibrium and local chemical homo-
geneity in the gas phase. A numerical simulation tool implementing this
model is released open source.

The article is organized as follows. In section two, we present a generic
local thermal equilibrium model for decomposing and reacting porous mate-
rials, containing several solid phases and a single gas phase in the continuum
regime (small Knudsen number). In section three, the model capabilities
are illustrated with the analysis of two diverse applications. The first one
concerns the analysis of the thermal response of the ablative heat-shield of
a space vehicle. The second one aims at improving the understanding of
biomass pyrolysis for the production of green energy. Section four provides
a summary and points the reader to an implementation of the formulation
available open source.

2. Model

In this section, we present a generic local thermal equilibrium model for
decomposing and reacting porous materials, containing several solid phases
and a single gas phase. The governing equations for the gasification of the
solid phases, gas and elements/species conservations, momentum conserva-
tion, and energy conservation are presented in the following subsections.

2.1. Hypotheses and notations
As mentioned in the introduction, several upscaling theories have been

developed. The most popular in the field of porous media are: the homoge-
nization theory [2], the volume-averaging technique [4], and stochastic meth-
ods [29]. Theses different approaches lead to equivalent results as long as the
same physical hypotheses and the same level of mathematical approximations
are used [7].

In this work, we have chosen to use unmarked notations - not attached
to a particular upscaling theory. The choice has been made to use both
intrinsic phase variables, noted with a phase index i, and effective variables,
noted without index. Using, for example, the volume-averaging approach,
intrinsic phase variables are defined as

ψi = ψi(x, t) =
1

Vi

∫
Vi

ψ∗i (x + y, t) dy (1)
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phase-‐2	  	  
(solid	  2)	  

phase-‐1	  	  
(solid	  1)	  

macroscopic	  scale:	  problem	  studied	  	  
with	  relevant	  boundary	  condi@ons	  
(e.g.	  imposed	  surface	  temperature	  
	  for	  pyrolysis	  of	  wood)	  

local	  scale:	  averaging	  volume	  (V)	  

REV	   V	  

local	  scale	  
	  varia@ons	  

scales	  
sepa-‐	  
ra@on	  

macroscopic	  	  
scale	  varia@ons	  Averaged	  	  

proper@es	  
(e.g.	  volume	  
frac@on	  of	  the	  
gas	  phase)	  	  	  

Figure 2: Illustration of the volume averaging approach: a) simplified notation for the
three-dimensional space coordinates: x: macroscopic scale, y: local scale. b) hypothesis
of scale separation.

where ψ∗i is the local value of a physical variable, i is a phase index, x is
the macroscopic coordinate, y is the local coordinate within the averaging
volume V , and Vi is the volume of phase i within the averaging volume. The
models rely on the hypothesis of scale separation, implying the existence of a
representative elementary volume (REV), on which the small scale variations
are smoothed, as illustrated in figure 2.

The volume fraction of each phase i is computed using the phase indicator
γi, with γi = 1 within phase i, and γi = 0 outside of phase i such that

εi = εi(x, t) =
1

V

∫
V

γi(x + y, t) dy (2)

where V is the averaging volume.
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The averaged values of extensive variables (volume, mass, energy) are
obtained by weighted summation of intrinsic phase values. For example, the
total local density ρ of a porous material, filled with gas and containing Np

solid phases, is given by

ρ = εg ρg +
∑

i∈[1,Np]

εiρi =
∑

i∈[0,Np]

εiρi (3)

where phase i = 0 is taken to be the gas. The summation rule is used
to derive the models described in the following subsections. Unfortunately,
this rule is generally not applicable for intensive variables (pressure, velocity,
temperature) and for parameters that describe phenomena involving inten-
sive variables (tortuosity, permeability, conductivity). For such phenomena,
classical upscaling derivations are used.

2.2. Gasification of the solid phases and species produced
In this subsection, we present a generic model for the local mass transfer

occurring between solid and gas phases. The Np solid phases may loose mass
by pyrolysis and exchange mass with the surrounding gas through heteroge-
neous reactions and phase changes.

2.2.1. Pyrolysis
Each solid phase pi may decompose following several pyrolysis kinetics.

It is a common practice to split each phase i into Pi subphases to model its
different degradation mechanisms [13]. For example, the main components of
the wood-cell walls (cellulose, hemicellulose, and lignin) are usually modeled
as three phases, and the polymer chains of cellulose themselves decompose
following several pyrolysis mechanisms [22]. The decomposition of subphase
j (from solid phase i) produces the elements/species Ak according to the
stoichiometric coefficients ζi,j,k, as follows

pi,j −→
∑

k∈[1,Ng ]

ζi,j,kAk, ∀ i ∈ [1, Np], ∀ j ∈ [1, Pi], (4)

where Ng is the total number of gaseous element/species accounted for in the
gas mixture. The choice of using elements or species is dictated by the type
of chemistry model that is used in the gas phase (elements for equilibrium
chemistry and species for finite-rate chemistry).

7



The advancement χi,j (varying from 0 to 1) of the pyrolysis reaction of
subphase j within phase i is modeled using Arrhenius laws of the general
form

∂tχi,j
(1− χi,j)mi,j

= T ni,jAi,j exp

(
− Ei,j
RT

)
, ∀ i ∈ [1, Np], ∀ j ∈ [1, Pi]. (5)

The total production rate of species/element k by decomposition of the
solid is obtained by summation of the productions of the Np phases

πk =
∑

i∈[1,Np]

∑
j∈[1,Pi]

ζi,j,k εi,0 ρi,0 Fi,j ∂tχi,j (6)

where εi,0, ρi,0, and Fi,j, are respectively the initial (at t=0) volume fraction
of phase i, intrinsic density of phase i, and mass fraction of subphase j within
phase i.

The overall pyrolysis-gas production rate is obtained by summing over k
and reads

Π =
∑

k∈[1,Ng ]

πk (7)

2.2.2. Heterogeneous reactions and phase changes: coupling with homoge-
neous chemistry in the pores

Chemistry mechanisms are described using a set of Nr chemical reactions
that writes

Ns∑
i=1

ν ′riAi

k′r−⇀↽−
k′′r

Ns∑
j=1

ν ′′rjAj ∀ r ∈ [1, Nr] (8)

where Ns is the total number of species. Very often, solid and gas species
are modeled using different models. We propose a unified approach.

For elementary reactions, species production rates are modeled using

ωi =
Nr∑
r=1

[
(ν ′′ri − ν ′ri)

(
k′r

Ns∏
j=1

(Xj)
ν′rj − k′′r

Ns∏
j=1

(Xj)
ν′′rj

)]
(9)

where Xj is the averaged molar density of species j. Non-elementary reac-
tions may be modeled using molar density exponents that are not equal to
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the molecularity, or additional terms can be added, for example to account
for third body reactions or pressure fall-off.

To model heterogenous chemistry, the effective molar density of a reacting
solid phase i may be conveniently modeled as [30]

Xi =
si θi
εg

(10)

where si is its specific surface and θi its active site density. This allows intro-
ducing the solid phases in the homogeneous chemistry mechanism, to solve
homogeneous and heterogeneous finite-rate chemistry in a coupled manner,
and compute the effective reaction rates with improved accuracy and numer-
ical stability.

High-temperature engineering applications often involve sublimation, which
is not a chemical reaction but a change of phase. However, for convenience,
sublimation can be integrated in the same formalism after some mathemati-
cal transformations as explained in Appendix A.

In the case of equilibrium chemistry, infinite reaction rates may be con-
sidered to lead to chemical equilibrium. However, in this case, it is more
efficient to use Gibbs minimization technique to compute the equilibrium
species composition based on elemental composition, pressure and tempera-
ture [31, 32, 15].

2.2.3. Mass balance equations for the solid phases
The average mass evolution for each solid phase is obtained by summing

over pyrolysis and heterogeneous reaction contributions

−∂t(εiρi) =
∑

j∈[1,Pi]

εi,0ρi,0Fi,j∂tχi,j + ωhi (11)

where ωhi is the heterogeneous production rate of the species of phase i ob-
tained by summing over the relevant contributions in Eq. 9.

Possible structural changes, separately affecting εi and ρi, depend on the
type of phenomena and materials involved and need to be assessed on a
case-by-case basis. Also, terms accounting for shrinkage or swelling (due
to temperature variations, for example) may be added. In this latter case,
solid flux divergence terms need to be added in the conservation equations
to conserve mass and energy.
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The total mass change rate of the solid due to heterogeneous reactions
reads

Ωh =
∑

i∈[1,Np]

ωhi (12)

2.3. Mass conservation: gas, species/elements
The gaseous mass conservation equation includes production terms (right

hand side) to account for the exchange with the surrounding gas and reads

∂t(εgρg) + ∂x·(εgρgvg) = −
∑
i

∂t(εiρi) = Π + Ωh (13)

The conservation equations for either the N e
g elements or N s

g species mass
fractions need to be resolved to accurately model element or species trans-
port and chemistry within the pores of the material. Element conservation
is used under the equilibrium chemistry assumption. Species conservation is
used together with finite-rate (non equilibrium) chemistry models. The con-
servation equations for the species mass fractions yi (finite-rate chemistry)
read [33]

∂t(εgρgyi) + ∂x·(εgρgyivg) + ∂x·Fi = πi + εgωiMi, ∀ i ∈ N s
g , (14)

and the conservation equations for the element mass fractions zk (equilibrium
chemistry) read

∂t(εgρgzk) + ∂x·(εgρgzkvg) + ∂x·Fk = πk, ∀ k ∈ N e
g . (15)

Under the equilibrium chemistry assumption, the species gas composition is
directly computed from the local elemental composition, temperature, and
pressure using Gibbs minimization technique [31, 32, 15]. Fi and Fk are the
effective multicomponent diffusion mass fluxes [4] of the ith species and kth
element. The species diffusion fluxes sum to zero and therefore do not appear
in the total mass balance in equation 13. The effective species diffusion
fluxes may be obtained by various state-of-the art methods [8]. Effective
element diffusion fluxes are then obtained by linear combination of the species
(physical) fluxes. In appendix B, we present a model that directly provides
the element or the species effective multicomponent diffusion fluxes.

10



2.4. Momentum conservation
The average gas velocity is obtained by resolution of the momentum-

conservation equation. In porous media, the volume-averaged momentum
conservation may be written as [1, 2, 3]

vg = − 1

εg

(
1

µ
K +

1

p
β

)
· ∂xp (16)

Most of the materials are anisotropic, therefore, the permeability - K - is
a second order tensor. The contribution β is the Klinkenberg correction to
account for slip effects (at the pore scale) when the Knudsen number (ratio of
the mean free path to the mean pore diameter) is not very small. When the
Reynolds number within the pores becomes large in the continuum regime,
high velocity effects are observed, leading to flow separation at the pore scale.
We did not include it in our model but this could be done if needed using
for example the Forchheimer correction [10].

The Darcian velocity may be introduced in the gas mass conservation to
read

∂t(εgρg)− ∂x·
(
ρg

(
1

µ
K +

1

p
β

)
· ∂xp

)
= Π + Ωh (17)

which, under the assumption that the perfect gas law holds, rewrites

∂t

(
εgM
RT

p

)
− ∂x·

(
pM
RT

(
1

µ
K +

1

p
β

)
· ∂xp

)
= Π + Ωh (18)

whereM is the mean molar mass of the gas mixture.
There are clear advantages in solving directly this equation in pressure,

which is a commonly available boundary condition, rather than handling
separately equations 13 and 16 and the perfect gas law. A discussion on
boundary conditions is included in Appendix C.

2.5. Energy conservation
Under the local thermal equilibrium assumption, the energy conservation

may be written as [7]

∂t(ρtet)+∂x·(εgρghgvg)+∂x·
Ng∑
k=1

(Qk) = ∂x·(k · ∂xT )+µε2g(K
−1 ·vg) ·vg (19)
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where the total (storage) energy of the porous medium is the sum of the
energy of its phases

ρtet = εgρgeg +
∑

i∈[1,Np]

εiρihi (20)

The second terms of the left-hand side is the heat convection term, where
hg is the absolute enthalpy of the gas mixture. The third term models heat
transport by effective diffusion of the species. Its detailed expression is pro-
vided in Appendix B. The second term on the right-hand side is the energy
dissipated by viscous effects in the Darcian regime [34]. It is very small
and can be neglected. Heat transfer is conveniently modeled as an effective
diffusive transfer (Fourier’s law). The effective conductivity - k - is a sec-
ond order tensor accounting for conduction in the solid, conduction in the
gas, radiative heat transfer, including possible coupling terms between these
heat transfer modes and deviation by coupling with other terms. On a case-
by-case basis, more advanced and accurate models can be derived [6, 35].
According to Puiroux et al. [14], solid and gas phases are in thermal equi-
librium as long as the Peclet number for diffusion of heat within the pores
is small (Pe = εgρgcp,gdpvg/kg). It is important to mention that strong en-
thalpy changes in the solid phases may also lead to thermal non-equilibrium,
this time between the solid phases themselves.

Effective conductivity is generally the main mode of heat transport. To
solve implicitly Eq. 19, it is therefore convenient to develop it and express it
in terms of temperature. The first term reads

∂t(ρtet) = ∂t(εgρgeg) +
∑

i∈[1,Np]

∂t(εiρihi) (21)

= ∂t(εgρg(hg − p/ρg)) +
∑

i∈[1,Np]

[εiρicp,i∂tT + hi∂t(εiρi)] (22)

Eq. 19 can then be rearranged as follows

∑
i∈[1,Np]

[(εiρicp,i) ∂tT ]−∂x·(k · ∂xT ) =

∣∣∣∣∣∣
−
∑

i∈[1,Np] hi∂t(εiρi)

−∂t(εgρghg − εgp) + ∂x·(εgρghgvg)
+∂x·

∑
k∈[1,Ng ](Qk) + µε2g(K

−1 · vg) · vg

(23)
and implicitly solved in temperature, possibly lagging the right-hand side
terms.
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3. Applications

In this section, two applications are presented: ablative heat-shield design
and valorization of biomass by pyrolysis. Despite the obvious differences in
material properties and environmental conditions, the same generic model
presented above may be used for these applications. The generic model has
been implemented in the Porous Material Analysis Toolbox based on Open-
Foam (PATO) [36, 15]. First-order implicit finite-volume schemes in time
and space [37, 38], which have been shown to provide excellent convergence
and accuracy [36, 15], were used for the simulations.

3.1. Ablative heat-shield design
Space exploration missions often include entering a planetary atmosphere

at hypersonic speed. A high enthalpy hypersonic shock forms around the
spacecraft and kinetic energy is progressively dissipated into heat [39]. Heat
is transferred to the surface of the spacecraft by radiation and convection.
A suitable heat shield is needed to protect the payload. The level of heat
flux increases with entry speed and atmospheric density. For fast hypersonic
entries, typically faster than 8 km/s from earth orbit, ablative materials are
used as Thermal Protection Systems (TPS). These materials mitigate the
incoming heat through phase changes, chemical reactions, and material re-
moval [40]. Low-density porous carbon/phenolic composites are being used
for space exploration missions [41, 42]. They are made of a carbon fiber pre-
form partially impregnated with phenolic resin. They are very light with an
overall density around 200kg/m3, are good insulators, and display sufficient
mechanical properties for blunt body atmospheric entry.

During atmospheric entry, carbon/phenolic materials undergo thermal
degradation and ultimately recession captured by the following physico-chemical
phenomena (Figure 3). The phenolic polymer thermally decomposes and
progressively carbonizes into a low density carbon form, losing mass while
releasing pyrolysis gases - hydrogen and phenol are shown as examples in
Figure 3. The pyrolysis gases percolate and diffuse to the surface through
the network of pores. Reactions within the pyrolysis-gas mixture (homoge-
neous reactions) and between pyrolysis gases and the char take place with
possible coking effects (heterogeneous reactions). Mixing and reaction of the
pyrolysis gases with boundary layer gases into the pores of the material oc-
cur when boundary layer gases penetrate in the material by forced convection
or due to fast diffusion at low pressures [15]. At the surface, the material
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Figure 3: Phenomenology of porous carbon/phenolic ablative materials

is removed by ablation and the outer surface recedes. Depending on entry
conditions, ablation may be caused by heterogeneous chemical reactions (ox-
idation, nitridation), phase change (sublimation), and possibly mechanical
erosion (often called spallation).

A review of the open literature has revealed three levels of models used
in twenty-five numerical simulation tools [43]. The first modeling level (1)
was initially developed for dense ablators in the 1960s [44]. It is currently
implemented in lead design codes [45]. The core phenomena of the pyrol-
ysis/ablation problem are modeled but many simplifications are used. A
major simplification is that the momentum-conservation is not implemented,
meaning that the direction of the pyrolysis gas flow and the internal pressure
need to be arbitrarily prescribed by the user. This type (1) model is well
adapted for unidimensional, quasi steady-state, and equilibrium chemistry
conditions with constant element fractions. Type (1) models [44, 46, 47]
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j Pyrolysis of phenolic matrix Peak (K) F2,j A2,j E2,j m2,j n2,j

1 p2,1 → H2O (physisorbed) 373 0.01 8.56 · 103 7.12 · 104 3 0
2 p2,2 → 0.69H2O + 0.01C6H6 773 0.24 8.56 · 103 7.12 · 104 3 0

+0.01C7H8 + 0.23C6H6O
3 p2,3 → 0.09CO2 + 0.33CO + 0.58CH4 873 0.03 4.98 · 108 1.70 · 105 3 0
4 p2,4 → H2 1073 0.06 4.98 · 108 1.70 · 105 3 0

Table 1: Pyrolysis balance equations and kinetic parameters.

have enabled successful porous heat-shield design but have required the use
of large safety margins to compensate for possible prediction errors [42]. The
second level (2) of modeling includes the implementation of the momentum
conservation. This capability is found in a few design codes and in sev-
eral recent analysis codes allowing the determination of gas flow directions
for constant element/species mixtures. Type (3) models include element
or species conservation equations, and associated equilibrium or finite-rate
chemistry models, for a more rigorous modeling of heat and mass transport
phenomena.The model presented in this article is comparable with advanced
finite-rate chemistry [36] and advanced equilibrium chemistry [15] ablation
Type (3) models recently developed. Both hypotheses, finite-rate and equi-
librium chemistry, have been synthesized in a single more general model in
this work.

We propose to compare the behavior of a low-density carbon/phenolic
composite when modeled with the type 1 approach using the state-of-the-art
code FIAT [45] and the type 3 approach using PATO in finite-rate chemistry
mode. The material of the study is the Theoretical Ablative Composite for
Open Testing (TACOT). Its composition and properties are comparable to
NASA’s Phenolic Impregnated Carbon Ablator [48]. In volume, TACOT is
made of 10% of carbon fibers (phase-1), 10% of phenolic resin (phase-2), and
is 80% porous (phase-0: gas). Therefore, in the generic model presented in
the previous section, we use Np = 2. Phenolic resin is known to decompose
following several parallel pyrolysis mechanisms [36], as shown in table 1.
Phase 2 contains then 4 sub-phases.

For the graphical illustration, we use a case presented with more details in
a community-defined test-case and in a previous publication [36]. As shown
in figure 4, a sample of TACOT of 5 cm is heated on one side at 1644K for 1
minute at atmospheric pressure and cooled down by re-radiation for 1 minute.
Adiabatic boundary conditions are used at the bottom. The initial conditions
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are: p= 1atm (101325 Pa), T= 300K, sample length: 0.05 m. Figure 5
shows a comparison of the thermal response when using finite-rate chemistry
versus equilibrium chemistry. The difference is explained by the fact that
the pyrolysis gas enthalpies are significantly different (equilibrium vs. finite-
rate). The non-equilibrium enthalpy of the pyrolysis gas mixture produced by
the reactions presented in table 1 is smaller than its equilibrium value. The
enthalpy of pyrolysis, that is defined as the difference between solid and gas
enthalpies, is therefore higher when considering finite-rate chemistry. This
results in increased predicted temperatures in the material.

Figure 6 shows the evolution of the non-equilibrium pyrolysis gas com-
position as it is convected through the material towards the surface - in the
absence of diffusion here. It is obvious that in this case the finite-rate chem-
istry model used in the material will have a strong influence on the predicted
species in the boundary layer and that the equilibrium assumption would not
be correct. It is interesting to note that a large amount of benzene (A1) is
injected in the boundary layer according to the finite-rate chemistry model
used whereas benzene is not even present when using equilibrium chemistry.
The reliability and validity of the chemistry mechanism used for this analysis
is questionable. Original experiments are being carried out by the ablation
community to develop and validate finite-rate chemistry mechanisms for low
density carbon/phenolic ablators [49, 50, 51].
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Figure 4: Schematic description of test-case 1.0
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3.2. Pyrolysis of lignocellulosic biomass
Pyrolysis is one of the many thermochemical processes available to reduce

biomass wastes and/or transform biomass in value-added products [52]. This
process has been widely studied in the past [20]. With the climate change
concerns, there is currently a renewed interest for this topic, especially for
the pyrolysis of lignocellulosic biomass, with wood as an obvious target [23].

There are two types of wood, namely hard wood and soft wood. Softwood
consists of long (3 to 5 mm) cells called tracheids which are about 20 to 80
µm in diameter. Hard wood can be modeled as an assembly of cells (wood
fibers) to which nutrients and water are brought through larger vessels. The
micrographs of pyrolyzed Niaouli wood (Melaleuca quinquenervia) from Fig.
7 clearly reveal this hard wood structure. The micrographs have been taken
under vacuum with the secondary electron detector of a JOEL JSM IT 300
LVLA scanning electron micrograph at 20 kV. Wood fibers are elongated
quasi-cylindrical cells; their length is of the order of several millimeters, and
their diameter is of the order of 10 µm. From a pyrolysis modeling perspec-
tive, the content of the cells can be considered to be water. The walls are
made of lignocellulose.

As represented in Fig. 8, the core component of lignocellulose is cellulose,
a β(1-4)-linked chain of glucose molecules. Hydrogen bonds between different
layers of the polysaccharides contribute to the resistance of crystalline cel-
lulose to degradation. Hemicellulose is composed of various 5-and 6-carbon
sugars such as arabinose, galactose, glucose, mannose and xylose. Lignin is
composed of three major phenolic components, namely p-coumaryl alcohol
(H), coniferyl alcohol (G) and sinapyl alcohol (S). Lignin is synthesized by
polymerization of these components and their ratio within the polymer varies
between different plants, wood tissues and cell wall layers. Cellulose, hemi-
cellulose and lignin form structures called microfibrils, which are organized
into macrofibrils that mediate structural stability in the plant cell wall [53].

Most pyrolysis studies focus on modeling a chip of wood, non differentiat-
ing hard and soft woods and using macroscopic experimental data to model
the overall heat transfer and pyrolysis processes. As for ablation, we find
different levels of modeling in the literature, not yet categorized but that
could fall under the same type 1, type 2, and type 3 nomenclature [20, 21],
as represented in Fig. 7. Under the effect of heat in the absence of oxygen,
wood is first desiccated (10 to 50% of its initial mass is water). Then it
is pyrolyzed. Pyrolysis products are chiefly methane, carbon monoxide and
dioxide, hydrogen, condensable gases (like phenol), and tar. The residue is
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Figure 7: Phenomenology of wood pyrolysis. On the right: Scanning electron micrographs
of Niaouli wood from New Caledonia (Melaleuca quinquenervia), pyrolyzed at 500◦C for
15 minutes, showing empty cells and vessels.

an almost pure carbon char, storing mineral matter (found under the form
of ashes after combustion).

The most advanced drying/pyrolysis models consider wood as a Np solid
phase porous medium. The most detailed mechanism available in the litera-
ture models the 3 solid phases of lignocellulose, obtained from a compilation
of literature data on cellulose, hemicellulose, and lignin decomposition mech-
anisms [22]. Adsorbed water is conveniently modeled as a fourth phase solid
[23]. One added difficulty is to obtain reliable thermochemical data for the
wood species studied. Experimentally, effective properties are obtained in
virgin and char states. Linear interpolation is used between these two states.
Decomposing wood data are estimated by interpolation between virgin and
char state measured values [23].

We present below a simulation of Niaouli pyrolysis using the generic model
of section 2. From similar species, we estimated the solid mass fractions to
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compared to that of teosinte. Some of the most rapid increases have
occurred in the past 40 years, both from advances in agronomic
practices and, importantly, from the application of modern genetics.
The optimization of bioenergy crops as feedstocks for transportation
fuels is in its infancy, but already genomic information and resources
are being developed that will be essential for accelerating their
domestication. Many of the traits targeted for optimization in poten-
tial cellulosic energy crops are those that would improve growth on
poor agricultural lands, to minimize competition with food crops
over land use.

Populus trichocarpa (poplar), the first tree and potential bioenergy
crop to have its genome sequenced (Table 1)9, illustrates some of the
issues and potential of applying genomics to the challenge of optim-
izing energy crops. The traits for which the genetic underpinnings
will be sought in the genomes of bioenergy-relevant plants, such as
poplar, include those affecting growth rates, response to competition
for light, branching habit, stem thickness and cell wall chemistry.
Significant effort will go into maximizing biomass yield per unit land
area, because this more than any other factor will minimize the
impact on overall land use. One can imagine trees optimized to have
short stature to increase light access and enable dense growth, large
stem diameter, and reduced branch count to maximize energy den-
sity for transport and processing. Trees have evolved with highly rigid
and stable cell walls due to heavy selective pressure for long life and an
upright habit. Plants domesticated for energy production, with a

crop cycle time of only a few years, would have less need for a rigid
cell wall than wild plants with lifetimes of a hundred years or more.
Alterations in the ratios and structures of the various macromole-
cules forming the cell wall are a major target in energy crop domest-
ication to facilitate post-harvest deconstruction at the cost of a less
rigid plant.

Already, by comparing several of the presently available plant gen-
omes (poplar9, rice10,11, Arabidopsis12; see Table 1) coupled with large-
scale plant gene function and expression studies, a number of can-
didate genes for domestication traits have been identified13,14. These
include many genes involved in cellulose and hemicellulose synthesis
as well as those believed to influence various morphological growth
characteristics such as height, branch number and stem thickness15.
In addition to homology-based strategies, other genome-enabled
strategies for identifying domestication candidate genes are being
used. These include quantitative trait analysis of natural variation
and genome-wide mutagenesis coupled with phenotypic screens
for traits such as recalcitrance to sugar release, acid digestibility
and general cell wall composition. The availability of high-through-
put transgenesis in several plant systems16 will facilitate functional
studies to determine the in vivo activities of the large number of
domestication candidate genes. Using these strategies, genes affecting
features such as plant height, stem elongation and trunk radial
growth, drought tolerance, and cell wall stability are but a few of
the features that are likely to be identified as targets for domestication
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Figure 2 | Structure of lignocellulose. The main component of
lignocellulose is cellulose, a b(1–4)-linked chain of glucose molecules.
Hydrogen bonds between different layers of the polysaccharides contribute
to the resistance of crystalline cellulose to degradation. Hemicellulose, the
second most abundant component of lignocellulose, is composed of various
5- and 6-carbon sugars such as arabinose, galactose, glucose, mannose and
xylose. Lignin is composed of three major phenolic components, namely

p-coumaryl alcohol (H), coniferyl alcohol (G) and sinapyl alcohol (S). Lignin
is synthesized by polymerization of these components and their ratio within
the polymer varies between different plants, wood tissues and cell wall layers.
Cellulose, hemicellulose and lignin form structures called microfibrils,
which are organized into macrofibrils that mediate structural stability in the
plant cell wall.
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Figure 8: Representation of the multiscale structure of ligno-cellulosic biomass. Schematic
adapted from [53] by [54] with authorization from Nature (open access).

be 37% of cellulose, 20% of hemicellulose, and 43% of lignin. A humidity
ratio of 20% has been accounted for under the form of adsorbed water. As
a first approximation we used beech wood thermochemical properties [23],
because data on Niaouli are not yet available. In this simulation, we used
the equilibrium chemistry assumption, and elemental pyrolysis gas mass frac-
tions of C: 0.236, H: 0.413, O: 0.301, N: 0.05. We used the geometry and
boundary conditions of the ablation test-case 1.0 presented in the previous
subsection, with a surface temperature of 900 K kept at the plateau for 8
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minutes. The results are represented on Fig. 9; several steps are observed
corresponding to water vaporization, pyrolysis of hemicellulose, pyrolysis of
cellulose, and finally pyrolysis of lignin. We see that according to the sim-
ulation it takes about 6 minutes to fully pyrolyse the wood chip. This is in
qualitative agreement with experimental observations [20, 22, 23].
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Figure 9: Simulation of the pyrolysis of a 10 mm Niaouli wood chip at 900 K

Depending on the heating rate, temperature, pressure, and ratio of cellulose-
hemicellulose-lignin, one may produce different qualities and ratios of char/gas/oil.
This is an appealing challenge for the sustainable energy community but it
is hard to model due to the lack of quantitative experimental data [55]. De-
tailed experimental characterizations of the properties of the materials, of
the nature of the gases produced by pyrolysis, added to an analysis of the
heterogeneous and homogeneous chemistry occurring within the pores, will
be needed in order to predict with some degree of accuracy the nature of the
gases and bio-oils produced and help optimize industrial processes. To help
in this direction, the generic model presented in this article can be used to
extract relevant data from elementary experiments as well as contribute to
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the understanding of overall physical phenomena and couplings.

4. Conclusion

A generic thermal equilibrium model for decomposing and reacting porous
materials, containing several solid phases and a single gas phase in the con-
tinuum regime (small Knudsen number), has been developed. It provides
a general polyvalent framework for detailed engineering analyses, allowing
to address various problems with different levels of modeling accuracy. The
model has been implemented in PATO, a simulation code released Open
Source by the NASA Ames Research Center 1. The capabilities of the generic
model and simulation tool have been presented for two diverse applications:
ablative materials and biomass pyrolysis. In the first application, a detailed
finite-rate chemistry model was compared to the NASA state-of-the-art equi-
librium chemistry model. It was shown that non-equilibrium chemistry can
potentially play a significant role in the thermal response of the material and
significantly modify the species mixture released in the boundary layer. In
the second application, the pyrolysis of a wood chip of Niaouli has been mod-
eled under the equilibrium chemistry assumption. The detailed chemistry
capabilities of the model could help understand and optimize the produc-
tion of hydrocarbon bio-products. For both applications and expectedly for
many others, the generic model presented can be used to develop and val-
idate detailed thermochemical models, analyze thermochemical phenomena
and couplings, reduce design margin and optimize processes. It is obvious
that the generic model would need to be upgraded in some cases, to account
for example for local thermal disequilibrium or gas rarefaction effects.
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Appendix A: Sublimation reactivities

Sublimation is not a chemical reaction but a heterogenous heat-activated
species production process, controlled by the partial pressure of the gas
species and the local temperature. It is however of great convenience to
resolve sublimation coupled with homogeneous and heterogeneous reactions.
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Sublimation involves the transition from solid phase to gas phase of an
element A as

iA(s)

k′i−⇀↽−
k′′i

Ai (24)

Let us assume the existence of equivalent forward and backward reaction
rates, k′i and k′′i respectively.

According to the model of Knudsen-Langmuir, the total molar production
rate of gaseous species Ai is given by

ωi = siθi

√
RT

2πMAi

[Xeq
i −Xi] (25)

where Xeq
i is the equilibrium partial pressure of species Ai, and Xi is its mole

fraction in the gas phase.
By identification with Eq. 10 and 9, we obtain the equivalent forward

and backward sublimation reactivities

k′i =
εg
ρgi

√
RT

2πMAi

Xeq
i (26)

k′′i =
σiθi
i

√
RT

2πMAi

(27)

Appendix B: Multicomponent diffusion with strong temperature
and pressure gradients

The problem studied involves strong gradients of species concentration,
temperature, and pressure. Multicomponent diffusion is potentially an im-
portant contributor to mass transport. A very convenient method that uses
driving forces to estimate the bulk diffusion fluxes of mass F∗i and energy
Q∗i, when conserving either the species or the elements, was recently derived
[56]. The idea is to use the rigorous Maxwell model, while simplifying its
integration in the conservation equations by precomputing driving forces at-
tributed to the pressure, temperature, and species mole fraction gradients. In
the continuum regime (small Knudsen number), a simple correction, inspired
from the binary mixtures theory [4], may be used as a first approximation
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to account for the porosity εg and the tortuosity η of the porous medium of
interest. It reads

Fi =
εg
η
F∗i (28)

Qi =
εg
η
Q∗i (29)

For a gas in local thermal equilibrium with no electric field, bulk diffusion
fluxes are given by [33]

F∗i = −yiρg
∑
j∈Ns

g

Dij

(
∂xxj +

xj − yj
p

∂xp+
kTj
T
∂xT

)
(30)

with Dij the multicomponent diffusion coefficient for species i and j, and
kTj the thermal diffusion coefficient of species j. From the above, it is clear
that the mass diffusion fluxes for each species may be easily written in terms
of gradients of pressure, temperature, and species mole fractions such that

F∗i = Fpi ∂xp+ FTi ∂xT +
∑
j∈Ns

g

Fxji ∂xxj (31)

where the driving forces are given by

Fpi = −yiρg
∑

j∈Ns
g
Dij

xj−yj
p

FTi = −yiρg
∑

j∈Ns
g
Dij

kTj
T

Fxji = −yiρgDij

(32)

When the characteristic time of the chemical reactions is much smaller
than the characteristic flow time, the mixture can be modeled in chemical
equilibrium, and only the element continuity equations 15 need to be satisfied.
Each species i in the mixture carries νki atoms of element k. Therefore, the
density of each element k in the mixture is determined by summing over the
species densities such that

zk =
∑
i∈Ns

g

yiν
k
i

Mk

Mi

(33)

The bulk diffusion flux of each element is given by

F∗k = −
∑
i∈Ns

g

yiρgν
k
i

Mk

Mi

∑
j∈Ns

g

Dij

(
∂xxj +

xj − yj
p

∂xp+
kTj
T
∂xT

)
(34)
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At equilibrium, the species mole fractions are functions of the mixture
temperature, pressure, and element mole fraction wk

xj = xj(T, p, wk), (35)

therefore we can use the chain rule to write the species mole fraction
gradient as

∂xxj =
∂xj
∂p

∂xp+
∂xj
∂T

∂xT +
∑
l∈Ne

g

∂xj
∂w

∂xwl (36)

Substituting this expression into the elemental diffusion flux equation, we
may write the elemental diffusion fluxes as

F∗k = Fpk∂xp+ FTk ∂xT +
∑
l∈Ne

g

Fwlk ∂xwl (37)

where the driving forces are given by

Fpk = −
∑

i∈Ns
g
yiρg

Mk

Mi
νki
∑

j∈Ns
g
Dij

(
∂xj
∂p

+
xj−yj
p

)
FTk = −

∑
i∈Ns

g
yiρg

Mk

Mi
νki
∑

j∈Ns
g
Dij

(
∂xj
∂T

+
kTj
T

)
Fwlk = −

∑
i∈Ns

g
yiρg

Mk

Mi
νki
∑

j∈Ns
g
Dij

∂xj
∂wl

(38)

The diffusive energy fluxes are obtained by multiplying the mass fluxes
by the mass enthalpy such that, using the same procedure, we obtain∑

i∈Ns
g

(Q∗i) = Fph∂xp+ FTh ∂xT +
∑
j∈Nξ

g

F ξjh ∂xξj (39)

where ξ represents either the species or element model fractions depending
on which model is being used and the set N ξ

g represents either the set of
species or elements.

When the species continuity equation are being solved, the factors in the
diffusive energy flux equation are given by

Fph = −
∑

i∈Ns
g
yiρghi

∑
j∈Ns

g
Dij

xj−yj
p

FTh = −
∑

i∈Ns
g
yiρghi

∑
j∈Ns

g
Dij

kTj
T

Fxjh = −
∑

i∈Ns
g
yiρghiDij

(40)
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When chemical equilibrium is assumed, the energy diffusive flux factors
are

Fph = −
∑

i∈Ns
g
yiρghi

∑
j∈Ns

g
Dij

(
∂xj
∂p

+
xj−yj
p

)
FTh = −

∑
i∈Ns

g
yiρghi

∑
j∈Ns

g
Dij

(
∂xj
∂T

+
kTj
T

)
Fwlh = −

∑
i∈Ns

g
yiρghi

∑
j∈Ns

g
Dij

∂xj
∂wl

(41)

The driving forces and the energy factors can be provided by the open
source software Mutation++ [31].

Appendix C: Boundary conditions

The generic porous medium model presented allows modeling a large
range of problems. Each problem features specific material/environment in-
teractions that are captured by boundary conditions. Boundary conditions
are needed for unknown variables that are discretized in space and that can-
not be explicitly obtained from other known variables. These variables are
found in the continuity equations: species or element mass fractions (con-
servation of mass, equation 14 or 15), pressure (conservation of momentum,
equation 18), and local thermal equilibrium temperature (conservation of en-
ergy, equation 23). One specificity of the homogenized model is that the gas
velocity is directly given by the pressure gradient (Darcy’s law). No velocity
boundary condition is required even for inflow boundary conditions.

For partial differential equations, boundary conditions can either be pro-
vided as the values (Dirichlet boundary condition) or as the derivatives (Neu-
mann boundary condition) that the solution takes along the boundary of the
domain. In this theoretical work, we used Dirichlet boundary conditions for
both applications (imposed surface temperature and pressure). Practically,
boundary values are not trivial to obtain. When they cannot be experimen-
tally measured, energy and/or mass balances need to be solved along the
boundary of the domain. These mass and energy balances are very depen-
dent on the application of interest and on the desired level of accuracy. For
the interested reader, examples of detailed mass and energy balance for the
heat shield application are provided in Ref. [15].
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